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Abstract

This paper presents a practical experiment on the use
of visual servoing for robotic tracking and manipu-
lation of objects moving on a plane. In this work,
the image is acquired from the camera mounted on
the end-effector of a 6 DOF industrial robot, and
processed on a standard PC-based vision system in
order to close the Visual Servoing loop with a PID
based controller. The PID has been implemented with
a variable structure, modified according to the esti-
mated velocity of the target, in order to achieve a
good step response and to eliminate steady-state er-
ror with a moving target. The possibility to perform
a stable tracking and to estimate the target dynamics
allows also to grasp the object with a prediction based
trajectory planning.

1 Introduction

The applications of visual sensors in robot control
have had recently a great improvement, also in in-
dustrial environments. First applications of artificial
vision in robotic systems were concerned with task
and path planning in unstructured environments, see
f.e. [1], [2]. The typical sequence of operations of
these kind of systems can be described as a ”look-
and-move” strategy, which is in practice an open-
loop control. The majority of industrial applications
of artificial vision in robotic systems implement this
technique, because it can be greatly simplified as-
suming that the environment is partially known, as
is commonly the case in a manufacturing process line.
However, as it is easy to argue, improved accuracy of
global robot/vision system, can be achieved with the
realization of feedback control loops. In this case, the
term ”visual servoing” is applicable. Visual servoing
is now a very common practice in the international
robotic academic community, as is exhaustively sur-
veyed by Corke in [3].

In general, the visual servoing problem is to mini-
mize positioning error of the robot (of its end-effector
in case of a manipulator) with respect to a desired

position, which is identified somehow with the fea-
tures of the acquired image. The error can be calcu-
lated directly in the image space, or estimating the
Euclidean position of the robot and then detecting
the error in its task space. These two possible ap-
proaches are called respectively Image-Based Visual
Servoing and Position-Based Visual Servoing. Ap-
plications developed with the first approach are de-
scribed f.e. in [4], [5],while the latter has been used
in [8], [7].

Another, more intuitive, distinction that can be
made for visual servoing control structures is based
on the relative pose between the robot and the cam-
era, which can be camera-in-hand or camera-to-
hand. The first approach gives sharper and simpler
information, the second one requires more complex
artificial vision algorithms but returns much more in-
formation about the complete task environment [10].

In spite of the progress of visual servoing architec-
tures described in the literature, practical implemen-
tations have been rarely reported in an industrial
framework, due to the complexities in the control and
vision systems set-up, which typically need highly
specialized hardware, and in the implementation of
image processing and visual control algorithms. The
experiments described in this paper, instead, rep-
resent a visual servoing solution based on commer-
cially “off-the-shelf” components, which can be ap-
plied quickly on almost every robot system, without
modifying the inner robot control loop provided by
the manufacturer–made control system.

The aim of the visual servoing system described in
this paper is to track, with the end-effector of a 6
DOF industrial manipulator, a possibly moving ob-
ject lying on a plane, in order to perform subsequent
grasping and manipulation, once that the tracking
is stable. The system adopts a camera-in-hand ap-
proach, and the camera images are acquired and pro-
cessed by a PC-based vision system in order to de-
termine the displacement between the projection of
the robot gripper onto the target’s plane XYt and



the target position, that represents the error signal
compensated by a PID-based controller. In order
to simplify the issues related to camera calibration,
the camera/gripper ensemble is virtually constrained
to move on a plane parallel to XYt. This constraint
should not be viewed as a dramatical limitation, as a
lot of industry–oriented applications, like belt system
for material transportation, require a simple bidi-
mensional working area. In any case this practical
constraint can be easily removed modifying slightly
the procedure for camera calibration.

Our work began with the system modelling phase,
during which a simplified dynamic model of the robot
and vision system ensemble have been developed,
taking into account how the proprietary robot con-
troller could perform a real-time modification of the
end-effector position and the latencies introduced by
trajectory planning and communication with the PC.
It is important to note that the PC–Robot commu-
nication link is mono-directional, which means that
the information of the actual robot position is not
available at visual servo level. The second step con-
cerned the design of a PID controller for the visual-
based loop. In order to increase system performances
for a possibly varying target dynamics, we have in-
vestigated a variable structure for the controller,
which, according to an estimate of the target’s veloc-
ity, changes smoothly from a PD-like behaviour to a
PID-like one. This permits to eliminate steady-state
error for object’s moving at a constant velocity and
also to reduce overshoot and settling-time for still
targets. Finally, it has been developed a procedure
to grasp the tracked object once that the tracking
is stable and features of object’s motion are proper
(e.g. acceleration equals to zero).

The rest of the paper is organized as follows. The
hardware and the technology used in the experiments
are described in Section 2, while the model of the
overall system and the variable structure PID con-
troller are analyzed in Section 3. Experimental re-
sults are described in Section 4 and Section 5 gives
some concluding remarks.

2 A technological view of the system

The system is composed of a Personal Computer
hosting a frame grabber board, a CCD sensors cam-
era and an industrial robot manipulator, connected
as shown in Figure 1.

2.1 The robot arm

The manipulator used in the experiments is a Staübli
Puma 260 robot, controlled by the Unival Controller
Unit ([9]). The arm has 6 DOF, with an opera-
tive range of 47 cm. The robot joints are driven
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Figure 1: System connections

by DC permanent magnet motors with incremental
encoders feedback.

Robot control programs for the Unival Controller,
allow real-time modifications of the position to be
reached with a movement instruction, according to a
correction value that is applied incrementally every
system clock tick (32 ms). With this feature, called
“Alter Mode”, it is possible to realize a sort of veloc-
ity control, as described in [6]. In this application,
incremental motion commands, coming from the vi-
sual controller, are expressed in “tool” coordinates,
which means they are referred to the camera focus
position.

2.2 The vision system

The vision system is based on a PC host platform,
with a 600 MHz Intel PentiumIII processor and 256
Mb of Ram, running Windows NT Operating Sys-
tem without any real-time extensions. The com-
puter communicates with the robot through a stan-
dard RS-232 serial link. A Matrox Meteor II frame
grabber card and a Jai CV–M10 CCD sensors pro-
gressive scan camera, acquiring 30 fps, are the only
special purpose components of the system. The im-
age processing routines that have been implemented
for this work, extract salient features (area, center
of mass, orientation) of every object detected in the
image, and heuristics to identify which one has to
be tracked can be applied very easily. For the ex-
periments described in this paper, we have chosen
to track the center of mass of the object closest to
the image center, performing a 2D visual servoing,
and to use the information related to object orien-
tation only in the grasping task, which is performed
in open-loop, because of the loss of meaning of cam-
era images when the robot gripper approaches the
object.

The projection matrix T to transform the task space
in the image space is computed thanks to an au-



tomatic calibration procedure, in which the robot
moves to pre-defined positions while the vision sys-
tem identifies the position in the image space of a
reference target. This procedure allows also to com-
pute, knowing the focus f of the camera, the dis-
tance Zd along a normal direction between the tar-
get’s plane XYt and the robot end-effector.

3 Modeling the visual servoing system

The control loop scheme of the eye-in-hand visual
servoing architecture implemented in this work can
be described as shown in Figure 2. The inner control
loop, implemented by the Unival Controller, consists
of the trajectory generation, the kinematic inversion
and the position control loop.

Controller
C(z)

Delay
Puma260
w/ Unival
Controller

Robot System R(z)

+

−
+

−

Image
Projection

Image
Center

ei ep u pr

pt

ps

pi T

T−1

Figure 2: The visual control scheme

In the visual control loop, the image acquired by the
camera is used to generate the error signal ei, which
is the difference between the position of tracked ob-
ject’s center of mass in the image space, pi, and
the center of the image space, p0. This error de-
pends from both the target absolute position in the
task space, pt, and the position of the end-effector
pr. Of course, since p0 is a constant and is the ori-
gin of the image space, we can also consider pt as
the input of the system and pr as the output. In
fact, ei is transformed by the inverse of the projec-
tion matrix T , to obtain the displacement in “tool”
coordinates, and then processed by the PID-based
controller, which determines the incremental motion
commands to send to the robot controller.

In order to define a dynamic model of the robotic
system, we will assume that the robot structural dy-
namic effects can be disregarded with respect to vi-
sual servo loop timing characteristics, and that each
controllable DOF in the planar movement of the end-
effector has identical dynamics, so that a single SISO
model is valid for both coordinates. Analyzing the
realization of real-time path correction with Unival
“Alter Mode”, which is schematized in Figure 3, we
can notice that the input value from the visual ser-
voing controller is periodically added to the current

reference position with a sampling time of 32 ms,, af-
ter a two-step delay due to trajectory planning and
kinematic inversion.
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Figure 3: Model of position dynamics of Puma260
with Unival Controller in “Alter mode”

Therefore, the transfer function of the robotic en-
semble can be expressed as:

R(z) = z−2 Kz

z − 1
(1)

The gain factor K is a parameter that permits to
reduce the effects of great steps in the visual control.
Setting K = 0.1, resampling the transfer function
at the rate of the visual servo loop, which is of 260
ms due to the bandwidth of the communication link,
and considering a total processing delay of 260 ms,
we obtain:

R(z) =
0.7z + 0.1
z3 − z2

(2)

3.1 The Variable Structure PID

The vision based controller has been implemented
in a first phase of the work, as a simple PID con-
troller. However, this kind of controller is not per-
fectly suitable to every possible practical situation,
especially with regards to the dynamic characteris-
tics of the target. In fact, when the target is still,
the best performances can be achieved with a PD
structure, because the integral term gives a sensible
overshoot in the system response and, of course, an
increase in the settling time. On the other hand, if
the object is moving with a constant velocity, a PID
controller is able to eliminate the steady-state error.
From this considerations, it has been studied a con-
trol solution based on a variable structure controller
that can achieve good performances for both still or
moving target tracking.
The implementation of a variable structure PID has
been done starting from the classical Z-Transform
description of a digital PID:

C(z) =
U(z)

E(z)
= Kp

(
1 +

T

Ti(z − 1)
+

Td

T +
Td
N

z − 1[
z − Td

NT+Td

]
)

(3)

which can be reduced to the following difference
equation:

Uk = Uk−1 ·r1−Uk−2 ·r2+Ek ·q0+Ek−1 ·q1+Ek−2 ·q2 (4)

assuming settings of Table 1. The structure of this



q0 = Kp(1 + β)
q1 = −Kp(1 + γ − α + 2β)
q2 = Kp(γ − αγ + β)
r1 = γ + 1
r2 = γ

α = T
Ti

β = N · γ
γ = Td

N·T+Td

Table 1: Parameter settings for PID in difference
equation

generic PID controller can be modified adequately
for the purpose of our experiments if we introduce a
variable parameter ∆ ∈ [0, 1], and redefine the con-
troller parameters of 4 as:

q0 = Kp(1 + β)
q1 = −Kp(∆ + γ −∆ · α +∆ · β + β)
q2 = Kp ·∆ · (γ − αγ + β)
r1 = γ +∆
r2 = γ ·∆

(5)

In fact, for ∆ = 1, the controller is exactly a PID
and for ∆ = 0, it is exactly a PD.

Since we want to modify the controller structure ac-
cording to the target’s dynamics, ∆ could be ex-
pressed as a function of target’s velocity. In order to
have smooth variation of the controller parameter,
we have chosen a non-linear function that relates ∆
to an estimate of the velocity of the target, as shown
in Table 2: ṗsw is the threshold between the PD-like
behaviour and the PID-like behaviour and n permits
to modify the speed of change from 0 to 1 of ∆.

∆( ˙̂pt) =

(
˙̂pt

ṗsw

)2n

(
˙̂pt

ṗsw

)2n

+ 1

1

0

0.5

∆(˙̂pt)

˙̂ptṗsw
Table 2: ∆ as a non-linear function of the estimated
velocity of the target.

As stated in Section 1, at visual servo level the only
information about robot and target position comes
from camera sensor measurement, which gives the
relative displacement in a certain planar projection.
This also means that it is not possible to separate the
movement of target’s projection in the image space
into the contribution of robot motion and target’s
own motion, without computing a dynamic estimate
of the robot position.

In fact, as shown in Figure 4, an observer that im-
plements the model in 2, is used to estimate the end-
effector absolute position p̂r. Then, the position of
the target’s center of mass in the image space, pi, is

transformed by means of matrix T−1 in task space
coordinates, recovering the task space displacement
pe. The result of adding p̂r to pe, is an estimate of
the target’s absolute position p̂t, whose time deriva-
tive can be considered as an estimate of the target’s
velocity. The derivative block has been implemented
as a filtered derivative, in order to reduce noise and
quantization effects. The value of ˙̂pt is exactly what
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Figure 4: The complete control system block dia-
gram

we need as the argument of the function that ex-
press the adaptation of the controller parameter to
the dynamic features of the target.

3.2 Stability analysis

The constant parameters of the Variable Structure
PID described in previous section, have been tuned
with classical methods (e.g. to achieve a sufficient
phase margin, to place poles in a stable region), con-
sidering the most critical case with regard to the
stability of the closed-loop system, which is that
of a pure PID behaviour (∆ = 1). In particular,
the following settings have been applied: Kp = 0.3,
Ti = 1.5, Td = 0.1 and N = 10. However, this is not
sufficient to ensure that the global parameter-varying
system is stable. For that purpose, it is possible to
apply a quadratic stability test expressed with Linear
Matrix Inequalities (LMI) [11], a novel theory that
has found applications in stability proof for Fuzzy
Systems [13] and Robust Control [14]. In particular,
the following lemma:

Lemma 1 [14] The system x(k + 1) = A(α)x(k)
where the dynamic matrix A(α) belongs
to a convex polytopic set defined as A :={
A(α) : A(α) =

∑N
i=1 αiAi,

∑N
i=1 αi = 1, αi ≥ 0

}
is quadratically stable if there exist a symmetric
positive definite matrix P > 0 such that:

AT
i PAi −P < 0 (6)

for i = 1, ..., N .



can be applied in our case if we consider that the
closed-loop system dynamics, without inputs, can be
expressed in state-space as:

x(k + 1) = A(∆)x(k)
A(∆) = ∆A1 + (1−∆)A2

(7)

whereA1 corresponds to the closed-loop system with
a PID controller, and A2 to the closed-loop system
with a PD. Lemma 1 gives a sufficient condition to
prove numerically the stability of the free visual ser-
voing loop, finding a feasible solution to the LMI
problem 6. The solution has been found with the
help of Matlab r© and the LMItool of El Ghaoui and
Boyd [12], and it is:

A1 =




2.037 −1.3617 0.3327 −0.0359 −0.012
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0




A2 =




1.037 −0.3247 0.0444 0.0122 0
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0




P = 10
3·




1.5047 −1.8809 0.6105 0.0004 −0.0124
−1.8809 2.8424 −1.3482 0.1466 0.0506

0.6105 −1.3482 1.2683 −0.5421 0.0499
0.0004 0.1466 −0.5421 0.6312 −02329

−0.0124 0.0506 0.0499 −0.2329 0.1688




4 Experimental results

In Figure 5 and Figure 6 are reported the tracking
results of an experiment in which the target was ini-
tially still for 5 s, then started to move for 7 s at
about 1 cm/s parallel to the X axis, changed direc-
tion and moved parallel to Y axis for 16 s and finally
changed direction again to move parallel to X axis
for 8 s more.

The test permits to compare the Variable Struc-
ture PID controller with classical controllers with the
same parameters but fixed PD and PID structure.

Numerical results say that the peak-to-peak track-
ing error with respectively a PID, PD and VSPID
controller are: ePID

pp = 14.86mm, ePD
pp = 16.45mm,

eV SPID
pp = 13.6mm; while the errors’ RMS values are:

ePID
rms = 5.02mm, ePD

rms = 7.5mm, eV SPID
rms = 4.2mm.

Moreover, from the analysis of the graphical compar-
ison, the following remarks can be done:

1. when the target is initially still, the settling time
of the VSPID is the same of the PD controller,
which is in fact better than the classical PID.

2. when the target starts moving, while the classi-
cal PD has a steady-state error, the VSPID can
eliminate it, as the normal PID does.
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Figure 5: Tracking in X axis position (solid line:
target; dashed: visual servo with PID; dotted: vi-
sual servo with PD; dash-dotted: visual servo with
VSPID).
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Figure 6: Tracking in the XY plane (solid line:
target; dashed: visual servo with PID; dotted: vi-
sual servo with PD; dash-dotted: visual servo with
VSPID).



3. when the target stops after moving for a while,
the VSPID, as it changes its structure when de-
tecting the stop, is able to reduce overshoot and
settling time, that is instead considerable with
the classical PID.

To conclude, the VSPID visual servoing loop is able
to track a moving target better than a classical PID
controller, especially when the target can have pretty
different dynamics in different time intervals.

Since with the VSPID is possible to perform a sta-
ble tracking of a moving object and since an esti-
mate of target dynamics is available, it is also possi-
ble to realize a procedure for target grasping based
on a prediction of the future position of the object
at a certain time, and in the computation of an ap-
proaching trajectory for the robot end-effector. In
the simplest case, the approach and grasping oper-
ations can be performed when the tracking error is
stabilized under a certain value and the object’s ve-
locity is constant in both directions (linear planar
trajectory). The following information are necessary
to perform the trajectory planning: the desired time
to perform the grasp Td; the distance Zd, along a
normal direction, between the object’s plane and the
end-effector virtual planar constraint, computed au-
tomatically by the calibration procedure described
in 2.2; the orientation θo of the object in the image
space, which is needed because the robot gripper is
two-fingered; the distance between the gripper and
camera focus dgf ; the target’s velocity in X and Y
directions v̂o

X , v̂o
Y . The point to reach to grasp the

object is then (in “tool” coordinates”):

Xf = Tdv̂
o
X + dgfcosθ

Yf = Tdv̂
o
Y + dgfsenθ

Zf = Zd

OZ = θo

(8)

that requires a straight line movement with linear

velocity vr =
√

X2
f
+Y 2

f
+Z2

f

Td
.

The experiments performed proved that the object’s
can be effectively tracked and grasped, even if the
final grasping trajectory is executed in open-loop and
is based only on estimated information.

5 Conclusion

The paper concerned with experiments on visual ser-
voing for objects tracking and manipulation with
a system based on a commercial robot and a PC–
hosted vision system. The PC performs the compu-
tation tasks needed for the extraction of image fea-
tures of a tracked object and for the the generation of
the visual–based tracking trajectory, while the robot

controller performs the kinematic inversion and the
position control loop. The visual servoing regulator
is based on classical PID scheme, but the enhance-
ment of a variable structure depending on the esti-
mated velocity of the target, has been proposed to
improve tracking performances.
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