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Chapter 2

Standards

“Errare malo cum Platone quam cum istis vera sentire”

(Cicerone, Tusculanae disputatione, I, 17, 39)

It is possible to treat a set of images in 2 or 3 different ways: as a stream of bits, as a group of still images or if possible as a video sequence; each way of representing the image may lead itself to a variety of compression techniques. Before going into detail on these three different ways, we consider the fact that, in general, there are two different kind of compression or coding: lossless or lossy compression. In the first case the bits are reduced without changing the characteristics of the data, actually it is possible to encode and decode the data obtaining an identical copy of the starting data. In the second case the bits are reduced eliminating some non interesting, or less interesting, parts of the data, in order to compress the remaining part more or less. In this case compressing and decompressing the image, an identical copy it can not be obtained, but only a similar copy; obviously the bigger the lost part is, the bigger the difference between the two data is.

2.1. Stream of Bits

It is possible to see the group of images as a stream of bits or better the images are seen such as if they are simple normal files, if it is not known that they are images. In this way it is possible to use some different kind of lossless coding, like Huffman, Run-length, Lempel-Ziv, Variable Length Coding or LZW, to compress and reduce the size of these files. There are a lot of different programs for UNIX and Windows operating systems that allow to do this compression, like WinZip, Gzip, PKzip, Arj and Rare; in a later chapter more accurate statistics about this kind of compression are seen. We have to specify only few things about it: 

· The compression ratio
 is usually between 1.3 :1 and 2 :1, for the image files, and it depends on the kind of image and on the information that it contains,

· Some parts of this coding are already part of the standards for still images and for video like JPEG, JPEG 2000, MPEG-2 and MPEG-4,

· This coding could be really useful after algorithms or standards that do not use it.

2.2. Still Images

It is possible to see the set of images as a group of still images and try to process, code and decompress them one by one. There are a lot of different formats for these image files, depending on the program used to save them; some well known formats are bmp
, tiff
, tag
, gif
, that code the images in normal ways or sometimes compress them using some light form of lossless coding technique. Depending on the format, an image is depicted as a set of 3 matrices of whole numbers, where every number show the amplitude of a pixel characteristic, for example the amplitude of a typical colour as red, green or blue. Every number usually belongs to an interval between 0 and 255, or is normalised between 0 and 1, and shows a grey scale amplitude of the intensity of the pixel, where 0 is black and 255 is white. This number is therefore represented by a set of 8 bit (depending on the format, sometime even 12 or 16 bit). If the size of the image is N  M, N  M  3  8 bit or better N  M  3 byte are utilised to represent the image, for example for a 720  576 size image 1215 Kbytes are used. These 3 matrices could represent the 3 main colours in a colours space, usually red, green and blue for RGB, or it is possible to transform them into a YCbCr or YUV format in which they represent luminance and chromanance characteristics of the image. 

There are a lot of standards that try to reduce in different ways the size of the image using different methods or different kind of properties, but the most important and most efficient standards for lossy and lossless images are : JPEG, with the DCT-based approach and JPEG2000 and MPEG-4 VTC
 with Wavelet-based approaches that see the image in different aspect; after that there will be a short look at different techniques like DjVu, JPEG-LS and PNG. Another easy way to reduce the bytes used is to implement 4:2:2 or 4:1:1 colour downsampling. First the RGB matrix has to be transformed into a YCbCr matrix and then it is be possible to downsample the two matrices of chromanance at one-half or one-quarter of the rate of the luminance matrix; in this way it is possible to pass from 24 bits/pixel to 16 bit/pixel and 12 bit/pixel, obtaining a compression ratio of 1,5 : 1 and 2 : 1 respectively. Before continuing it is important to see which are the standard sizes of the images actually used to better know the dimension of the files that are used; for these reasons Table 2.1 is useful. To better understand the methods used by these standards, the meaning of the different kinds of redundancy, that are really important for compression processes is explained. The two most important form of image signal redundancy are:

1. Statistical redundancy, that include correlation between the background pixels, spatial correlation and correlation across an image,

2. Subjective redundancy, that take advantage of the human visual system, actually it is possible to find that it is not possible for the human to see different types of image distortion.
	CIF : 360  288

303.75 Kbytes
	VGA : 640  480

900 Kbytes
	SBTV : 720  576

1215 Kbytes

	XVGA : 1024  768

2304 Kbytes
	HDTV : 1440  1152

4860 Kbytes
	SHDTV : 2048  2048

12288 Kbytes


Table 2.1 : Size and dimension of different standards.

2.2.1. Waveform Subband Coding

Distortions of the original image, that are perceptually invisible, are accepted in order to obtain very high compression ratios; all the Waveform Based Techniques [E.1], among which Wavelet Subband Coding and JPEG Coding are the main representatives, use this property and refer to several methods that assume a certain model of the statistics of pixels in an image. 

These techniques are divided into two major classes:

1. Predictive Coding, in which the spatial correlation between pixels is reduced with the prediction of every pixel value and with the encoding of the error only of this prediction,

2. Transform Based Coding, in which algorithms can be divided into these steps: decomposition, energy compaction or image transform, quantization of the resulting coefficient, ordering of quantized coefficients and bit assignment.

The Transform Linear Subband scheme, or Pyramidal, transforms the image into another representation where a big part of the energy of the signal is compacted in a few coefficients. In subband coding a signal is divided into its subbands using a group of band pass filters followed by a downsampling. Block Based Linear Transform Coding is an example of subband decomposition among which the Discrete Cosine Transform coding (DCT), used in the JPEG still image compression standard, is the most popular. All these kinds of block transform coders suffer from blocking artefact distortion; another well investigated approach is the approach of Wavelet Decomposition, that is a “subset of Subband Decomposition, in which the transformed representation provides an intrinsic multi-resolution data structure”[E.1]. In this case the main kind of artefacts are the ringing effect, “due to the Gibbs phenomenon of linear filter” [E.1].
2.2.2 JPEG Still Image Standard

The JPEG Standard [H.1, C.1, and P.1] was created in the early nineties by the Joint Photographic Experts Group to compress and code continuous tone still images, monochrome greyscale and colour images. This standard is now the most used image coding standard. Its computational complexity is reasonably low, it can compress images of very high quality and can use lossless and lossy compression. There are several modes defined for JPEG, including lossy baseline, (the most popular) lossless, progressive and hierarchical. 

Without going into details of the standard, explained in [P.1], it is easy to see, with the help of the block diagram of the baseline mode, shown in Figure 2.1, that the image is first converted into a series of 8  8 blocks of pixels which are then processed in a raster scan sequence; each block is then spectrally analysed using a FDCT
 algorithm. The DCT coefficients that result from this analysis are uniformly scalar quantized using a Table of quantization levels. The blocks are then processed in a zig-zag order and the series of DCT coefficients are used for an entropy encoding, Run-Length coding; in these case the DC coefficients are represented in terms of their difference between adjacent blocks, and are coded separately wiht a predictive scheme. 
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Figure 2.1 : Block diagram of JPEG encoder.

In this way the compressed data are obtained; JPEG syntax give us several progressive encoding modes, in order to permit a “layering or progressive encoding capability to be applied to the image” [C.1]. Progressive and hierarchical modes are both lossy and differ between them only in the way the DCT coefficients are coded or computed, respectively, when compared to the baseline mode; they allow a reconstruction of an image with lower quality or lower resolution respectively using a partial decoding of the compressed bitstream. The quantized coefficinets are encoded within the progressive mode with a “mixture of spectral selection and successive approximations”[P.1], while hierarchical mode uses a pyramidal approach “to computing the DCT coefficients in a multi-resolution way”[P.1]. Lossless mode of JPEG coding is completely different from the lossy mode shown in Figure 2.1, actually the image pixels are “handled separately, without using the 8  8 block structure and each pixel is predicted based on the nearest three causal neighbours and seven different predictions are defined”[P.1]. An entropy encoder with Huffman coding is then used to losslessly encode the predicted pixels.

	Bits/Pixel
	
	1.5
	0.75
	0.5
	0.25

	Quality
	Indistinguishable
	Excellent
	Very Good
	Good
	Fair

	Compression Ratio
	8 : 1
	11 : 1
	22 : 1
	32 : 1
	64 : 1


Table 2.2 : Performance of JPEG standard at different compression ratio.

It is possible to begin the coding of the JPEG with a 4:2:2 or a 4:1:1 colour downsampling to improve the compression ratio; Table 2.2 from [C.1], showing the performance of the JPEG method results with a set of several colour images, says that it is possible to obtain good quality with about 0.5 bit/pixel, providing a 32 : 1 compression ratio; more performances of the JPEG standard is shown in a following chapter where some typical images from the AutoMERS project are used. At high compression ratios the method used by JPEG introduces some artefacts: blocking artefacts, clear tile boundaries, ringing near edges, colour quantization, and conspicuous errant colouring. Sometimes the 8 8 blocks of the JPEG encoding are clearly visible, especially for natural images along edges; for very high compression ratios the images degrade into an ambiguous grid of coloured blocks.

2.2.3. Wavelet 

It is possible to see the Wavelet method [E.1, M.1, X.1 and L.1] as an alternative coding scheme without blocking artefacts and so very interesting at low bit rates; this kind of transform method is used actually both by JPEG 2000 and MPEG-4 VTC. From many years researchers are investigating the two-dimensional subband image coding, but only in recent years with the possibility that modern computer science gives, it become a really interesting method. Image coding algorithms based on subband decomposition “exploit the difference in perceptual response so that the compression strategies can be adjusted to an individual subband” [C.1].

Wavelet transform coding “resembles the human visual system where an image is decomposed into a multiscale representation and it has good localisation properties in space and frequency domains”. For these reasons it is possible to obtain high performance in image compression. The combination of “high compression ratio for perceptually insignificant coefficients and high fidelity for perceptually significant coefficients provides a promising alternative to code high quality image at low bit rates”[E.1]. The subband decomposition is carried out by passing the image data through a bank of analysis filters as seen in Figure 2.2, where in each block there is the filter, low pass or high pass, that could be used in vertical or in horizontal way, and a downsampler. Since the bandwidth of each filtered subband image is reduced they can be downsampled at their new Nyquist frequency, resulting in a series of reduced size subband images as seen in Figure 2.3. 
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Figure 2.2 : Block diagram of 2-Stages wavelet subband decomposition analysis cascade filterbanks.

They are more tractable because each subband image may be coded separately. Every subband image is them upsampled and passed through a corresponding bank of synthesis filters where it is interpolated and added to obtain the reconstructed image. Obviously each subband exhibits distinct features corresponding to the characteristics of the filterbank. These features “are utilised in the design of compression strategies in order to minimise redundancy”[X.1]; actually under some specific conditions the resulting reconstructed image can be identical to the image at input, known as perfect reconstruction. 

It is possible to design a lot of useful set of filters that have two significant features: they are FIR
, and also satisfy the perfect reconstruction conditions. The transforms associated with these filterbanks are orthonormal and this implies that “the energy of the samples is preserved under the transformation and that the synthesis filters are time-reversed versions of the analysis filters”[E.1], or better the high pass filters are modulated versions of the low pass filters, named QMF
. 

The regular filters, called wavelet filters, have all these features and also “they have even the characteristic to have a zero, for the low pass filters, at the frequency = ”[E.1]. It is possible to find a lot of wavelet family filters in use, like Daubechies, Meyer, Morlet, Coiflet, Gaussian; this filtering could be made along the rows of the image and then along the columns, or vice versa, using the same kind of filters, as shown in Figure 2.2. If the input image is N  M size, at the first step, on the first stage output, there is a set of four N/2  M/2 sub images as shown in Figure 2.3 called LL (Low Horizontal, Low Vertical), HL (High, Low), LH (Low, High) and HH (High, High) subbands, where the LL subband is a coarse (a quarter size resolution) version of the original image and the HL, LH and HH subbands contain detail respectively with vertical, horizontal and diagonal orientations.
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Figure 2.3 : 2-Level Wavelet Subband Decomposition (coloured version in Appendix: Figure A.2).

An example of this detail orientation is depicted in Figure 2.3 where part 6 of the picture, corresponding at the first stage HL filter, shows 3 vertical detail on its left part. After the subband decomposition the total number of pixels remains N  M and the wavelet coefficients are N  M, but now it is possible to concentrate the efforts on the LL subband instead of the other three subbands. In order to perform the wavelet decomposition of the image it is possible to recursively apply that scheme to the LL subband; each stage of this decomposition produces a coarser version of the image as well as three new detail images. In Figure 2.2 a 2-stage cascaded filterbanks that implement the wavelet decomposition of the image is shown, with a result depicted in Figure 2.3.

There are several applications in which a wavelet decomposition is really useful, overall for applications in which “the completeness of wavelet representation is desirable like image compression, image denoising, texture analysis and segmentation recognition of hand written characters”[P.1]. A negative feature of the wavelet transform is found trying to process some images like fingerprint images and images with a precise spatial frequency characteristic, could not be best suited for a wavelet representation. A better way to proceed is “splitting recursively the appropriate subbands instead of systematically splitting the low frequency band as seen in wavelet decomposition”[X.1]; this scheme is the focus of the wavelet packets decomposition, method that applies a clever algorithm in a way to find the subband decomposition that give the sparsest representation of the image. Wavelet packets decomposition offers space-frequency representation of the image, actually low frequency coefficients have large spatial support, good for representing large image background regions, whereas high frequency coefficients have small spatial support, good for representing spatially local phenomena like edges.

[image: image4.wmf]
Figure 2.4 : Example of Wavelet Coefficient Tree in 3-Level Wavelet Decomposition.

For these reasons a lot of quantization strategies that try to exploit this image characterisation [X.1] are grown in these years. The first strategy was Shapiro’s Embedded Zero-tree Wavelet (EZW) coding algorithm in which the link between coefficients at the different subbands is explored; one of the biggest improvement of this algorithm is made by Said and Pearlman’s Set Partitioning in Hierarchical Trees (SPIHT) that show the success of the algorithm for both lossy and lossless compression. A good explanation of these methods is in [X.1], but with the aid of the Figure 2.4 we have to explain the core part of this method. The spatial wavelet coefficient Tree is a set of coefficients from different bands corresponding to the same spatial region of the original image; this correspondence among the coefficients of the set is made by a parent-children dependence. The lowest frequency subband coefficient is represented by the root node, the highest frequency by the leaf nodes and except for the root node each parent node has four children nodes, a 2  2 region of the same spatial location in the immediately higher frequency band, as shown in Figure 2.4. 

Both the algorithms are based on the idea of using Multipass Zero-tree Coding in order to transmit the largest magnitude wavelet coefficients at first, actually a set of tree coefficients is significant only if the largest coefficient magnitude is greater than a certain threshold, otherwise it is insignificant. In this way it is possible to remove a lot of not interesting, insignificant information, reducing in a significant way the amount of the coefficients to use for the compression.
2.2.4. JPEG 2000

JPEG standard was established in the early nineties and from that period many researches have been undertaken without improving too much the features of this standard. For this reason the expert group has decided that it was time to introduce to another standard no more based on DCT: JPEG 2000 [H.1 and C.1]. The purpose of this standard includes new high performance compression algorithms and flexible compression architectures and formats; an important feature shows how an architectural based standard could have the potential to allow the integration of new algorithm components without requiring new standards definitions. JPEG 2000 is intended to provide low bit rate operations with subjective and objective image quality performance superior to existing standards, as JPEG and MPEG-4 VTC, without sacrificing performance at higher bit rate. 

The purpose intent by the expert group is that this standard will have to serve needs that are currently not served, like low bit rate, less than 0.25 bit/pixel, very large images, more than 64K  64K pixel, continuous-tone and bi-level compression, images with various dynamic ranges and progressive transmission by pixel accuracy, as well as features like ROI coding and random access. From the beginning the main candidate for the base signal processing for JPEG 2000 was wavelet subband decoding, able to achieve the advantages of low bit rate coding with large block size providing at the same time progressive transmission and scalability feature. Other candidates, such as MPEG intracoding with the pyramid style progressive transmission were in these years abandoned. More information about JPEG 2000 Standard can be found in appendix D.
2.2.5. MPEG-4 VTC

MPEG-4 Visual Text Coding [I.2] is the algorithm used in MPEG-4 to compress visual textures and still images; these could be used as photo realistic 3D models, animated meshes or simply as still images. This algorithm is based on: discrete wavelet transform, scalar quantization, single, SQ, multiple, MQ, and bi-level, BQ, zero-tree coding and arithmetic coding. The discrete wavelet transform is dyadic with a 9/3 tap Daubechies biorthogonal filter; on single quantization mode each wavelet coefficient is quantized once and the produced bitstream is not SNR scalable. With multiple quantization a coarse quantization is firstly used, this information is coded, a finer quantizer is then applied to the resulting quantization error and the new information is finally coded; this process could be repeated several times, resulting in limited SNR scalability. Bi-level quantization is essentially like the single quantization, even if the information is sent by bit-planes, providing general SNR scalability. 

There are two scanning modes available: tree-depth, TD, the standard zero-tree scanning, and band-by-band scanning, that provides resolution scalability. A feature of MPEG-4 VCT is the capability to code arbitrarily shaped objects; this is accomplished by the means of a shape adaptive DWT and MPEG-4 shape coding. It is possible to encode different objects separately, also at different qualities, and then composite this object at the decoder to obtain the final decoded image. It is not possible on the other hand to code images in lossless mode because this coding is not supported by this standard.
2.2.6. DjVu

DjVu [H.1and C.1], pronounced as “deja vu”, is a hybrid coding of bi-level continuous document image, actually the sharp edges of character images require special coding techniques to maximise readability. The basic idea of this standard is to decompose the document image into three constituent images each one at different resolution: 

· Background image: low resolution colour image at 25 dpi, 

· Foreground image: low resolution colour image at 100 dpi, 

· Mask image: high resolution bi-level image at 300 dpi.

If the pixel in the mask image is 0 the output pixel takes the value of the background image, otherwise the output pixel is taken from the foreground image. In this way the foreground and the background image can be encoded with JPEG or wavelet techniques, the mask image with JBIG2, Joint Bi-level Image Group, which is a standard suitable for the bi-level images. Comparing this standard with the other main standards for the document images as book pages with pictures, magazine pages, mail orders, it is possible to reduce by 5-10 times the amount of data maintaining a comparable quality. 
2.2.7. JPEG-LS

JPEG-LS is a standard for the lossless coding of still images that is proposed by the ISO/ITU-T recently [I.3]; it provides also a “near-lossless” compression technique, to increase the compression ratio of the images. The baseline system, shown in Part I, is based on the adaptive prediction, context modelling and Golomb coding; in addiction it features a large region detector to encode these in run-lengths; the near-lossless compression is achieved by allowing a fixed maximum sample error. In Part II it introduces some extension, mainly arithmetic coding; this algorithm is designed to achieve high lossless compression ratios with low-complexity coding. JPEG-LS however does not provide support for scalability, error resilience or other similar functionality.

2.2.8. PNG

This recommendation, Portable Network Graphics [W.1], developed by the W3C for coding still images is actually important because it is elaborated as a patent free replacement of the GIF standard, that is limited to 8 bit palette images, and it incorporates some new interesting features. PNG is based on two main features:

· the predictive scheme, on which the prediction is done on the three nearest causal neighbours; moreover five predictors can be selected on a line-by-line basis,

· the entropy coding that uses the Deflate algorithm, used on the popular Zip file compression utility, based on the LZ77 coupled with Huffman coding.

This algorithm is capable of lossless compression only, and supports a lot of components and features; greyscale, palette colour and true colour, an optional alpha plane, interlacing are the main features. 

2.2.9. JBIG and JBIG2

JBIG, Joint Bi-level Image Experts Group, as the JPEG, is a group of experts nominated by national standards bodies and major companies to work to produce standards for bi-level image coding; in these years they produced these two standards, JBIG1, or simply JBIG, and JBIG2 [I.4]. These two image coding standards are well known for providing very good performance for bi-level image even if the coding of continuous tone images with a large number of levels is not efficient. They can actually also be used for coding greyscale and colour images with limited numbers of bits per pixel; this standards could be seen as a form of facsimile encoding, similar to Group 3 or Group 4 fax, offering between 20 and 80% improvement in compression over these methods. The first version of this standard, JBIG was developed a long time ago, but more recently the experts group is working on the technical completion of the new standard known as JBIG2 which offers significant technical advantages over the JBIG1 coding. JBIG2, designed mainly for the Internet, offers a large increase in compression performance, 2-4 times smaller than JBIG, supports multipage document compression, high-performance in time decompression, lossless and lossy type of image compression.

2.2.10. Second Generation Standards

Other methods of coding and compression, as in [E.1], are based on second generation techniques that try to divide the data into “visual primitives such as contour and textures”[E.1]; a particular approach is “to divide the images into directional primitives”[E.1], another one is to extract regions given “by their shape and textural content”[E.1], as in the segmentation-based coding techniques. The extraction of the contours of an image, its geometry and its intensity information is at the base of the image coding called sketch-based. The theory called Iterated functions systems is very interesting in image compression area because it try to use techniques based on fractals; as in [E.1] “the approach consists of expressing an image as the attractor of contractive functions systems, which can be retrieved simply by iterating the set of functions starting from an initial arbitrary image”; this exploits “the property that each segment of an image can be properly expressed as simple transformation of another part of higher resolution”[E.1]. A big problem iis that the encoder coul be very complex, even if the results in terms of compression are very interesting.

2. Video Standards 

In the following sections we want to show main standards for video coding utilised from more than 15 years ago, giving only a brief introduction to each of them.
2.3.1. H.261

H.261 [B.3] is an ITU-T Recommendation that was developed in December 1984 by the Specialist Group of Coding for Visual Telephony and reached standardisation within the H-Series, H.221, H.230, H.242, H.261 and H.320, in December 1990. The main aim was “video transmission with a bit rate a multiple of 64 Kbps from 64 Kbps to 1920 Kbps for applications such as videophone and video conferencing”[B.3]. The video coding algorithm compresses “movie images and audio in real time using 2D-DCT, 8 8 block size, with motion-compensated prediction, quantization and variable length coding”[B.3]. The compressed video bitstream is then transmitted with a layered data structure and error correction coding. 
2.3.2. MPEG-1

Known as ISO/IEC 11172, MPEG-1 Standard
 [A.2] was the first standard developed by the group of experts established in January 1988 with the name of MPEG
, Moving Picture Coding Expert Group, with the idea of “coding a combination of audio and video signals with a common time base, around a bit rate of 1.5 Mb/s, and with a quality comparable to VHS cassettes”[A.2]. MPEG-1 became an international standard in November 1992 with the title: “Codec Representation of Picture, Audio and Multimedia/Hypermedia information”[A.2]. Its coding algorithm results in higher quality and flexibility than the H.261-based algorithm; forward and backward prediction techniques for video coding and perceptual audio coding are at the base of this standard. 

This standard (for a better development) is “divided into 5 parts: System, Video, Audio, Conformance testing and Software Simulation”[A.2]. At that time the coding of video with a low bit rate of 1-2 Mb/s, was possible “only with the use of algorithms applied to subsampled pictures, for example a single field for a frame and half of the samples in a line”[A.2]. However a lot of implementations were successful, as real time software implementations, single boards and video (CD) codecs.

2.3.3. MPEG-2

The MPEG-2 Standard
, known as ISO/IEC 13818, [A.2] was developed from July 1990 with “the idea to have a superior quality of video images and audio, with a bit rate of about 10 Mb/s, comparable with broadcast television”[A.2], and became a standard in November 1994. The large number of possible applications of MPEG-2, however, brought the introduction of the “toolkit approach”[A.2], used for the implementations; “a lot of coding tools, and assemblies of tools for different purposes, were developed under the name of Profiles”[A.2]. The possibility to have “different profiles and levels was one of the most important features for the success of this standard, given the possibility to perform the compression over a wide range of quality and bit rate”[A.2]; actually there are four levels: Low, Main, High-1440 and High, and 6 profiles: Simple, Main, SNR Scalable, Spatially Scalable, High and 4:2:2. The generic video coding algorithm is “based mainly on the MPEG-1 algorithm, using forward and backward prediction techniques, motion-estimation, quantization and entropy coding”[A.2]. MPEG-2 Audio was “an improved extension of MPEG-1 audio, with the introduction of the multichannel feature”[A.2]. The System part gives the possibility “to combine video stream, audio stream and other data into single or multiple streams with two possible combinations: Program Stream and Transport Stream”[A.2]. This standard, as the MPEG-1 Standard, is a multiple-part standard composed of System, Video, Audio, Conformance Testing and Software Simulation; it has become, during these years, a very successful standard, used in Digital Satellite Broadcasting, Cable Television, DVD
 and in many other applications.

2.3.4. MPEG-4

The MPEG-4 Standard
, known as ISO/IEC 14496, [E.2] is a current MPEG project developed from July 1993 to “provide enabling technology for different important items, with the idea to transmit an Audio Visual Object, AVObject, from a source to a decoder”[E.2]. To improve the standard some new concepts have been introduced such as Video Object, VO, Video Object Layer, VOL, and Video Object Plane, VOP; this concept of objects overcomes some limitations belonging to JPEG, MPEG-1 and MPEG-2 in which the compression does not distinguish the object within the pictures. 

New coding concepts are introduced, such as analysis/synthesis, model based, fractal and morphological-based approaches; the use of waveform-based coding techniques, such as the wavelet transform, is also being evaluated. MPEG-4 is “composed of DMIF
 part, System part, with multiplexing and composition of AV data, Visual part and Audio part”[E.2]. The initial scope was to provide tools and algorithms for very low bit rate coding, but with the new generation of multimedia applications the scope is changed; so there is not “only high compression performance but also interactivity with individual objects, hybrid coding of natural and synthetic objects, high degree of scalability and error resilience”[E.2].

2.3.5. MPEG-7

The MPEG-7 Standard
 [E.2] is the last standard developed by the MPEG group, even if they are still developing the idea of MPEG-21 Standard
, introduced by a call for test material and proposal in March and October 1998 respectively. The most important idea behind MPEG-7 is “not the extraction of features from original or compressed data, video and audio, but the use of some features, called metadata, already available, in fact the goal is the standardisation of metadata for multimedia content indexing and retrieval”[E.2]. This is possible “with the definition of a Multimedia Content Description Interface and with the standardisation of descriptions of different kind of multimedia contents, such as still pictures, video, audio, graphics, 3-D models and speech”[E.2]; possible information associated with the images could be facial expressions and personal characteristics. MPEG-7 will define within its standard “various sets of descriptors used to describe features such as colour or motion, typical features for images and video”[E.2]; colour histograms and motion vectors could be good descriptors for these two features. “The concept of description scheme, DS, is also used as a framework that defines descriptors and their relationship”[E.2]; MPEG-7 will also define a description definition language, DDL, useful to define, modify or combine descriptors and description schemes”[E.2]. 




� See section 3.1.2.


� Bitmap Image for Windows or OS/2.


� Tagged Image File Format.


� Truevision Targa.


� CompuServe Graphics Interchange. 


� Visual Texture Coding.


� Forward Direct Cosine Transform.


� Finite Impulse Response.


� Quadrature Mirror Filters.


� http://mpeg.telecomitalialab.com/standards/mpeg-1/mpeg-1.htm


� http://www.mpeg.org


� http://mpeg.telecomitalialab.com/standards/mpeg-2/mpeg-2.htm


� Digital Versatile Disk


� http://mpeg.telecomitalialab.com/standards/mpeg-4/mpeg-4.htm


� Delivery Multimedia Integration Framework


� http://mpeg.telecomitalialab.com/standards/mpeg-7/mpeg-7.htm


� http://mpeg.telecomitalialab.com/standards/mpeg-21/mpeg-21.htm
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